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Chemical Bonding in the Inclusion Complex of He in Adamantane,
He@adam: Antithesis and Complement

Moritz von Hopffgarten and Gernot Frenking*[a]

In the preceding paper in this issue[1] Strenalyuk and Haa-
land discuss the bonding situation in the inclusion complex
of He in adamantane, He@adam. Based on common chemi-
cal reasoning, the authors use immaculately valid arguments
which let them conclude that the interatomic interactions
between the helium atom and the carbon atoms of the ada-
mantane cage are repulsive. This is in apparent contradic-
tion to the statements which were made by Bader and
Fang,[2] who suggested that there are He�C chemical bonds
between the helium atom and the four tertiary CH carbon
atoms of adamantane. In the following we want to show that
the conflicting views arise from different perspectives which
are valid within their own scope of definition.[3]

In order to make our arguments easy to follow we will
use the notation and numbers which are introduced in the
paper by Strenalyuk and Haaland.[1] In the following we will
thus assume that the reader is familiar with their work. For
a discussion of the nature of the interatomic interactions
and particularly for addressing the question if such interac-
tions are attractive or repulsive, it is crucial to define an
atom in a molecule. In the first part of their paper, Strena-
lyuk and Haaland do not explicitly give a definition of an
atom. They rather discuss calculated energy values which
show that the inclusion complex He@adam is 645 kJ mol�1

higher in energy than He + adam. They also show that the
distortion of the adam cage from the equilibrium structure
to the geometry in the complex is only 64 kJ mol�1 while the
insertion of the He atom into the distorted adam requires
581 kJ mol�1. It follows that the higher energy of He@adam
relative to He + adam comes mainly from the interactions
between He and the adamantane cage. The same conclusion
is reached when the helium atom is first inserted into the
adam cage which then relaxes to He@adam. The authors
divide the total destabilization energy of He@adam by four

which gives a positive value of 161 kJ mol�1. This value is
identified as the mean interaction energy He···tC between
helium and the tertiary carbon atoms which is, according to
the work of Bader and Fang,[2] however, attractive. The in-
teraction of He···H3CH calculated with the same He···C dis-
tance as in He@adam gives a similar positive value of
178 kJ mol�1. Since the former species, which is not a mini-
mum on the potential energy surface, spontaneously dissoci-
ates if the He–H3CH distance relaxes during the geometry
optimization, the authors conclude that it is solely the pres-
ence of the C�C bonds in He@adam which prevents sponta-
neous dissociation.

In the following we will argue that the existence of He�C
bonds in He@adam does not contradict the statement that
the spontaneous dissociation of He is prevented by the C�C
bonds of the adamantane cage, and that the instantaneous
dissociation of He from He···H3CH also does not conflict
with an attractive He–C interaction. In order to illustrate
our case we first show in Figure 1a the contour line diagram
of the Laplacian 521(r) of He@adam in the plane contain-
ing two tertiary CH carbon atoms, two secondary CH2

carbon atoms and helium. Figure 1b shows the Laplacian
521(r) of free adamantane in the same plane.

Figure 1a nicely shows the zero-flux surface around He in
the molecular plane which completely encapsulates the
caged helium atom. The atomic basin within the boundaries
of the zero-flux surface defines the atom in the molecule.
Bader has shown that an atom in a molecule defined by the
AIM obeys physical principles such as the virial theorem.[4]

Figure 1a shows also the He�tC bond paths which according
to the AIM theory suggest that there are four helium�
carbon bonds in He@adam, two of them being displayed in
Figure 1a. A visual comparison of the Laplacian of
He@adam with that of free adamantane shown in Figure 1b
does not indicate major changes which is misleading, howev-
er. In the preceding paper by Strenalyuk and Haaland it is
shown (Table 1 in that paper) that the total energy of the
helium atom calculated by the AIM is significantly lowered
while the energy of the carbon atoms and to a lesser extent
also the energy of the hydrogen atoms increase. The sum of
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the energy changes of the atoms equals the increase in the
total energy of the caged compound. Bader and Fang[2] cal-
culated the Ehrenfest forces, which are the electrostatic
forces acting on an entire atom in a molecule (unlike the
Hellman–Feynman forces which act only on the nucleus), in
He@adam. They calculated a value of �0.149 a.u. for the
He�tC bond which means that the Ehrenfest force on
helium is attractive. Our calculations[5] at the same level of
theory (MP2/6-311 ++ GACHTUNGTRENNUNG(2d,2p)) gave a value of �0.151 a.u.
which is in essential agreement with their results.

The above results of the AIM calculations suggest that
the repulsive forces which originate from the insertion of
the helium atom into the adamantane cage are completely
distributed over the carbon atoms and, to a much lesser
extent, to hydrogen. This leads to a weakening of the C�C
bonds in He@adam relative to free adamantane which be-
comes evident by the calculated values for the bond critical
point data that are given in the paper by Bader and Fang[2]

(see Table 2 in that work). Since chemists like to compare
the behaviour of atoms and molecules with models which
are accessible to human experience, we make a daring com-
parison of the response of the interatomic forces in adaman-

tane on the insertion of helium yielding He@adam with an
everyday event. It goes like this: There is an elevator which
is filled to maximally allowed capacity by young men.
Before the door closes an attractive young lady wants to
enter the elevator. The young men in the front row are
pushing the other men behind them against the wall in
order to make space for the lady who shall feel comfortable
in spite of the pressure in the overcrowded elevator. When
the door opens she is leaving the elevator and the young
men take up their old positions in order to release the pres-
sure.

What is the origin of the attraction between the helium
atom (the young lady) and the carbon atoms (the young
men) in He@adam? Helium has a closed valence shell and
chemical knowledge does not provide any clue about possi-
ble sources for interatomic attraction toward He except for
very weak van der Waals forces.[6] The answer to this ques-
tion was given in the paper by Bader and Fang[2] who
showed that the stabilization of the helium atom in
He@adam comes mainly from the Coulombic attraction be-
tween the electron density of He and the nuclei of the cage
atoms which is larger than the repulsive Coulombic interac-
tions between the atoms. This is in agreement with the nega-
tive sign for the Ehrenfest force for the He–C interactions
because the potential energy of interatomic interactions par-
allels the Ehrenfest force. Another yet smaller stabilizing
contribution comes from the intraatomic attraction between
the electrons and the nucleus of He because the atomic
radius of helium in He@adam is smaller than in free He.
Then where do the repulsive forces come from?

Most chemists identify repulsive interactions between
closed shell atoms with Coulombic interactions because the
electronic “clouds” are in closer contact with each other
than the nuclei. This intuitive reasoning is wrong! It has
been shown in theoretical studies which were already pub-
lished long time ago[7] and more recently by us[8] that the net
electrostatic interactions between neutral atoms is attractive
over a wide range of interatomic distances except for very
short atom-atom separations which are much shorter than
the equilibrium bond length and that the magnitude of the
attractive forces is in most cases very high.[9] For example,
the net Coulombic interaction between two nitrogen atoms
in N2 which is calculated by superimposing two nitrogen
atoms with the frozen electron density of the (1S) electronic
ground state is stabilizing by �330 kcal mol�1.[6b,7a,b] The very
weak Coulombic attraction which is calculated for H2 is
atypical. Since dihydrogen is usually employed for teaching
covalent bonding, most chemists believe that Coulombic at-
traction for covalent bonds is negligible which is not true.[6,7]

So what is the source for the repulsion which yields a
large destabilization of He@adam with respect to He +

adam? Figure 1a shows the atomic basin of He in He@adam
which is available in free adamantane for the electron densi-
ty of the carbon atoms (Figure 1b). The insertion of the
helium atom into the adamantane cage requires removal of
electronic charge from the region of the atomic basin desig-
nated for He due to the quantum theoretical law which pos-

Figure 1. Contour line diagrams 521(r) of a) He@adam and b) adaman-
tane. Solid lines indicate areas of charge concentration (521(r)0) while
dashed lines show areas of charge depletion (521(r)>0). The thick solid
lines connecting the atomic nuclei are the bond paths. The thick solid
lines separating the atomic basins indicate the zero-flux surfaces crossing
the molecular plane.
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tulates that electrons having the same spin must be located
in different space regions. This is known as exchange repul-
sion or Pauli repulsion which is often neglected in chemical
bonding models. A notable exception is the valence shell
electron repulsion (VSEPR) model which considers Pauli
repulsion as the dominant force for the geometry of mole-
cules.[10] The strength of the Pauli repulsion between two
electrons at shorter distances is much higher than the Cou-
lombic repulsion. Figure 2 shows the electron–electron re-

pulsion between two electrons in 1s orbitals. It becomes ob-
vious that the Pauli repulsion (solid line) clearly outstrips e–
e Coulombic repulsion soon after the onset of the overlap
between the 1s orbitals. The effect of the overlap becomes
visible by the bifurcation of the two curves for the Coulom-
bic repulsions which are calculated using the classical formu-
lar (dashed line) and the correct formular using the charge
distribution of the 1s electrons (dotted line).[11] Since the
overall Coulombic interactions in a molecule comprise also
electron–nucleus attraction and nucleus–nucleus repulsion
whose net effect is attractive in He@adam and most other
neutral molecules,[6b, 7] it follows that the source for the re-
pulsion between He and adamantane are the exchange
(Pauli) forces.[12] The Pauli repulsion leads to a rearrange-
ment of the electronic structure of the adamantane cage
which weakens particularly the C�C bonds. It is the acting

of the Pauli repulsion which is responsible for the large
energy increase of He@adam relative to He and the frozen
structure of adamantane which is calculated by Strenalyuk
and Haaland as 581 kJ mol�1.

The driving force for the expulsion of the helium atom
from He@adam after increasing the tC�sC bond length from
160.0 pm in the equilibrium structure to 170.2 pm in the
transition state according to the AIM analysis is the en-
hancement of the attractive carbon–carbon interactions
which compensates for the loss of He···tC attraction. The
same reasoning holds true for the release of He from
He···H3CH. Our calculations of the latter species at MP2/6-
311++ GACHTUNGTRENNUNG(2d,2p) showed that the energy of the helium
atom is 70.2 kcal mol�1 lower than the energy of free He and
that the value for the Ehrenfest force between He and C is
�0.153 a.u. which means that the He–C interactions are at-
tractive. The driving force for the expulsion of He comes
again from the strengthening of the C�H bonds which are
weakened by the helium–carbon attractive interactions in
He···H3CH. Note that, according to the AIM, there is no
He–C chemical bond in the calculated He···H3CH species
because it is not a minimum on the potential energy surface.

Experimentally oriented chemists might wonder about the
relevance of the arguments and conclusions which are
reached here and in the previous studies[1,2] for chemistry.
For practical purposes, it appears that there is no immediate
gain in information for chemical research. Who cares wheth-
er the helium atom in He@adam—which has not and may
never become synthesized—is bonded to carbon or not and
whether the expulsion in the transition state is driven by the
increase of the C�C bond energy or the release of the He–C
repulsion? We think that there are two good reasons which
justify to put efforts into the analysis of the interatomic in-
teractions in He@adam which serves as a model for a mole-
cule which has unconventional atomic connectivities. One
reason is purely academic. Chemistry is the science of the
understanding and alteration of the material world on a mo-
lecular scale.[13] A true scientific understanding of molecular
species means that the forces which keep the atoms in a
molecule together can be explained in terms of fundamental
laws of physics. It is well known that the electrostatic force
which are properly described by quantum chemical laws de-
termines the physical and chemical properties of mole-
cules.[14] It is thus a genuine goal of scientific chemistry
unlike industrial chemistry to establish a connection be-
tween the appearance of a molecule and the underlying
physical laws who describe the interatomic interactions. For
practical purposes of synthetic chemistry it may be more
useful to use heuristic bonding models which have been
proven helpful for designing new molecules. But the pat-
terns and schemes which are so powerful in chemistry[15]

should not be confused with a correct description of the mo-
lecular electronic structure which can only be obtained from
a quantum theoretical analysis. While the ad-hoc bonding
models of chemistry are attractive for chemists whose re-
search direction is frequently guided by intuitive reasoning
which can be very fruitful, intuition is not a good guidepost

Figure 2. Calculated interaction energy between two electrons as a func-
tion of their distance r12 : Repulsive interactions calculated classically
DEelstat(classical)=q1 � q2/r12 (a); quasiclassical repulsion between two
electrons in 1s orbitals DEelstat = s 11 � 12/r12 dt1dt2 (g); exchange repul-
sion between two electrons with the same spin in 1s orbitals DEPauli

(c). Reproduced from reference [7b].
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in the realm of quantum theory which is not accessible to
human senses.

The second reason which makes it worthwhile for chemi-
cal research to analyze the interatomic forces and the elec-
tronic structure of molecules in more detail at the fine
grained level of an atom lies in the possible improvement of
the common bonding models which leads to a better under-
standing of chemical phenomena. A pertinent example is
the electronic charge distribution in a molecule which in the
present chemical literature is commonly described in terms
of atomic partial charges. The atomic partial charges are
then frequently used to estimate the nature of the ionic con-
tribution to the interatomic interactions. This is misleading
because atomic partial charges from whatever method they
have been derived do not provide any information about
the spatial distribution of the electronic charge within the
atomic basin! Atomic partial charges are often used as indi-
cator for ionic (electrostatic) bonding and two atoms which
have partial charges with the same sign are supposed to be
repel each other. But an atom which has an overall positive
partial charge may have a local region of negative charge
concentration which crutially determines the bond
strength[16] and the chemical behaviour of the molecule.
Figure 3 shows the Laplacian distribution of CO. The elec-

tronic charge in the C�O bonding region is clearly polarized
toward the oxygen end which becomes obvious by the area
of charge concentration at the oxygen end which is in agree-
ment with the electronegativites of the atoms. Every charge
partitioning method which we know gives a positive partial
charge for carbon and a negative charge for oxygen in CO.
But there is a Karea of charge concentration at the carbon
atom whose maximum is located away from the nucleus.
This local maximum is responsible for the unusual dipole
moment of CO (0.11 D[17]) which has its negative end at the
carbon side. It is also responsible for the stronger nucleophi-
licity and proton affinity of the carbon end because the local

charge concentration at carbon comes from the energetically
highest lying molecular orbital (HOMO) of CO.[18]

In summary, we have shown that the statement about the
existence of He�C bonds in of He@adam is not only sup-
ported by the AIM analysis of the electronic structure. The
statement also does not contradict the conclusion that the
expulsion of the helium atom is solely prevented be the C�
C bond of the adamantane cage. The scientific activity with
the seemingly exotic compound and topic is important and
worthwhile for chemistry because it leads to a deeper under-
standing of the behaviour of atoms in a molecule and the
nature of the interatomic forces which are grounded in ele-
mentary laws of physics.

We think that the arguments against the presence of He�
C chemical bonds in He@adam given by Strenalyuk and
Haaland[1] are valid within the realm of classical bonding
models. However, we also think that the AIM analysis pro-
vides compelling evidence for the opposite view. In our
view, the physical view of chemical bonding advocated by
Bader and Fang is more sound and goes deeper when it
comes to fundamental laws of physics than the chemical
view of Strenalyuk and Haaland which is based on the prag-
matic approach that is typical for chemistry. This may or
may not be shared by chemists who rightfully point out that
the classical bonding models have been proven as a power-
ful basis for experimental chemistry in the past century. This
has not been achieved (yet) by the AIM based methods.
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